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Abstract: Parkinson disease occurs when certain clusters of brain cells are unable to generate dopamine which is needed 

to regulate the number of the motor and non-motor activity of the human body. Besides, contributing to speech, visual, 

movement, urinary problems, Parkinson disease also increases the risks of depression, anxiety, and panic attacks, 

disturbances of sleep. Parkinson disease diagnosis via proper interpretation of the vocal and speech data is an important 

classification problem. In this paper, a Parkinson disease diagnosis is realized by using the speech impairments, which 

is one of the earliest indicator for Parkinson disease. For this purpose, a deep neural network classifier, which contains 

a stacked autoencoder and a softmax classifier, is proposed. The several simulations are performed over two databases 

to demonstrate the effectiveness of the deep neural network classifier. The results of the proposed classifier are compared 

with the results of the state-of-art classification method. The experimental results and statistical analyses are showed that 

the deep neural network classifier is very efficient classifier for Parkinson disease diagnosis. 

Keywords: Parkinson disease, deep learning, deep neural network, stacked autoencoder 

 

1. Introduction 
 

Parkinson’s disease (PD) is a serious health problem 

in both industrial and developing countries, over 10 

million people around the world have PD according to 

The American Parkinson Disease Association (APDA) 

[1]. It is yet unknown whether the cause of PD is 

environmental or genetic factors. However, it is known 

that the symptoms are caused by loss of certain clusters 

of brain cells, which have the ability to produce 

neurotransmitters including dopamine, acetylcholine, 

serotonin and norepinephrine [1, 2]. The loss of 

neurotransmitters, particularly dopamine, causes a 

number of symptoms such as speech, visual, movement, 

urinary problems, weight loss, depression, anxiety, and 

panic attacks, disturbances of sleep etc. [1-3]. Currently, 

there is no cure or medication that reduces or stops the 

progression of PD. However, it is possible to suppress 

or reduce the symptoms of disease especially at the early 

stages of the disease [4].  

The requisite physical visits to the clinic for 

monitoring and treatment are difficult and time 

consuming for both the people with Parkinson (PWP) 

and physicians. Widening access to the improved 

communication methods and developed technology can 

offer the remote monitoring of PWP with reducing 

medical expenses and unnecessary physical visits [5]. 

However, reliable clinical monitoring tools must be 

employed to use these facilities for PWP. Studies have 

shown that about 90 percent of PWP have vocal impairment 

and speech problems [6, 7], which are one of the earliest 

indicator for PD [8]. PWP suffer from vocal and speech 

impairments such as dysphonia, hypophonia, monotone and 

dysarthria [9]. Therefore, analyzing the voice of the PWP 

with advanced signal processing techniques not only allows 

provides the diagnosis of the PD but also allows the tracking 

of the progression of the PD. 

The diagnosis of the PD consists of three main steps 

including, preprocessing, feature extraction and 

classification [9, 10]. During the preprocessing step, the 

speech signals are filtered to eliminate noises and segmented 

with time-windows. From each segment, several features are 

extracted during the feature extraction step, which is a very 

sufficient step to diagnose the PD efficiently by analyzing 

the speech of the PWP.  The performance of the 

classification method is dependent directly on the 

capabilities of feature extraction method. Therefore, another 

important issue that needs to be addressed in order to 

diagnose the PD from the speech disorders is the choice of 

the classification method, which is handled in this study. 

Conventional classification methods including the 

support vector machine (SVM), naive Bayes (NB) and 

decision tree (DT), etc. [10, 11] produce satisfying results 

about the diagnosis of the PD. However, deep neural 

networks (DNNs) may offer a potentially superior classifier 

for the speech of the PWP over the conventional methods. In 

contrast to the conventional methods, DNNs not only reduce 

the dimension of the features by using autoencoders (AEs), 
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but also classify the samples by the softmax layer. DNNs 

have been successfully used in various medical 

applications [12-17]. Recent advances in the field of 

deep neural networks have made them attractive for 

classification problems [12]. The application of deep 

neural networks has opened a new area for complex 

classification problems not efficiently resolvable by 

other classification techniques [12].  

DNN classifiers have recently shown their 

superiority over other classical classifier approaches 

based on feature vector classification [12, 18]. In this 

paper, we propose a DNN classifier to address the 

aforementioned classification problem for the diagnosis 

of the PD. Proposed DNN classifier can accurately 

diagnose PD by using the speech signals generated by 

the patients. Proposed DNN has the ability to learn 

features by using AE and design robust classifiers by 

using softmax layer. 

The effectiveness of the DNN classifier is evaluated 

on real Parkinson data sets which are taken from UCI 

[19]. The proposed method is applied to the 

classification of the speech impairments. As one of the 

earliest indicator of PD, the speech impairments may 

enable us to monitor and diagnose the PWD in vivo and 

discover reliable biomarker for identifying PD at an 

early stage. In this study, we have also compared the 

proposed DNN classifier with other widely used 

methods including SVM, DT and NB on two data sets: 

one is Oxford Parkinson’s Disease Detection (OPD) 

database [20]  which is a tracer of the PD and normal 

control (NC) subjects; the other contains PWP and NC 

subjects in the Parkinson Speech Dataset with Multiple 

Types of Sound Recordings (PSD) database [8]. For 

both OPD and PSD, diagnosis of the PD is performed by 

the DNN and classical classifiers including SVM, NB 

and DT. Experimental results show that when using the 

DNN on classification of the PD, we can achieve 

significantly better classification performance than the 

both compared methods and presented methods in the 

literature. The experimental results indicate that the 

proposed classifier provides an effective way for the 

diagnosis and classification of the PD, thanks to its 

capability of generating new features from raw features.  

The rest of the paper is organized as follows. In 

Section II, a DNN based on an autoencoder and a 

softmax layer is introduced and formulated for 

classification problem of the PD. In Section III, results 

of the classification experiments are reported and 

different aspects of the proposed classifier are discussed. 

Section IV presents the conclusions.  

 

2. Deep Neural Network 
 

Deep learning methods emerge as a highly effective 

method because they have a structure that allows 

extracting attributes from data without pre-processing. 

Extracting attributes from data with classical methods is 

an extremely tiring process. However, Deep learning 

methods that do this automatically can produce more 

effective results. Deep learning techniques are trying to 

imitate the working mechanism of the human brain [12,21]. 

The DNN consists of many simple structures that are 

organized to form a stack. Almost all of these simple 

structures perform non-linear operations, changing the data 

size to represent the data in a different space, helping to 

reveal hidden features in the data [12,21,22]. The proposed 

DNN has two main part stacked autoencoder (sAE) and 

softmax classifier, which are cascaded to each other. The 

desired number of autoencoder join together to form sAE 

[24], which will be defined below  
 

 
 

Figure 1. The Autoencoder Network  

 

2.1. Autoencoder 
 

The AE is a feedforward neural network, which consists 

of three layer including input layer, hidden layer and output 

layer [22]. The AE attempt to generate its own input as the 

output of the network, that may create different representation 

of inputs. Therefore, the AE is trained with an unsupervised 

manner to tune its weights W and biases b and to reduce the 
error between input x and its output �̂� as much as possible 

[22-24].  

As demonstrated in Figure 1, the leftmost side of AE 

called encoder generates new features for second AE or 

softmax layer. The rightmost of the AE contains the decoder, 

which is employed for training of the AE. The dimension of 

input M of the AE is always the same with the dimension of 

output the AE as can be seen from Figure 1. The dimension 

of the hidden layer N of the AE is generally less than the 

dimension of input of the AE to reduce the dimension of the 

feature vector. However, the dimension of the hidden layer of 

the AE is chosen rarely  greater than the dimension of input 

of the AE to extract hidden and interesting features from raw 

data set.  

The objective function of AE is defined by the following 

function [23, 24], which consists of three part including, the 

mean square error 𝐸𝑀, regularization 𝐸𝑅, Kullback-Leibler 

divergence 𝐸𝑆. 

 

𝐸𝑇 = 𝐸𝑀 + 𝐸𝑅 + 𝐸𝑆 (1) 

 

The first part 𝐸𝑀 in the objective function is the mean 

square error which is evaluated as follows: 

 

𝐸𝑀 =
1

𝑆
∑ 𝑒𝑘

2𝑆

𝑘=1
 (2) 

where 𝑒𝑘 = ‖𝒙(𝑘) − 𝒙 (𝑘)‖  for 𝑘 = 1 …  𝑆 and 𝑆 is the 

number of the instances.  
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The second part is given as: 

 

𝐸𝑅 =
𝜆

2
‖𝐖‖2

2 (3) 

 

Regularization term 𝜆 is employed to prevent the 

overfitting of the objective function in the above equation 

[24]. 

A sparsity constraint is imposed in the last part where 

the AE reveals hidden features from hidden layer of the 

AE. The last part is defined as follows: 

 

 𝐸𝑆 = 𝛽 ∑ 𝐾𝐿(𝜌||�̂�𝑗)𝑁
𝑗=1    (4) 

 

where 𝛽 is the weight of the sparsity penalty term 

which controls the sparsity constraint. 

In the last part,  𝐾𝐿(𝜌||�̂�𝑗) is the Kullback-Leibler 

divergence which is defined as follows [24]: 

 

𝐾𝐿(𝜌||�̂�𝑗) = 𝜌 𝑙𝑜𝑔
𝜌

�̂�𝑗
+ (1 − 𝜌) 𝑙𝑜𝑔

1−𝜌

1−�̂�𝑗
  (5) 

 

Here, 𝜌 named sparsity parameter controls the 

activation of the weights. The sparsity parameter is user-

supplied and �̂�𝑗 evaluated below is the mean activation 

value of 𝑗𝑡ℎ neuron in the hidden layer of the autoencoder 

[23, 24]. 

 

�̂�𝑗 =
1

𝑆
∑ 𝑓𝑗(𝐱(𝑖))𝑆

𝑖=1   (6) 

 

where, the activation function of the jth neuron of the 

hidden layer is 𝑓𝑗. 

 

2.2. Stacked Autoencoder 
 

Desired number of the encoder part of the trained AE 

is combined to construct the stacked autoencoder (sAE). 

The output of the hidden layer of the trained AE is 

connected to the second trained AE whose hidden layer 

of output is connected to the input of the third trained 

AE. The same pattern (fourth trained AE, fifth trained 

AE, etc) is maintained as desired to construct the sAE. 

The output of the sAE is given to softmax classifier 

explained bellow section.  

 

2.3. The Softmax Classifier 
 

A softmax classifier is a supervised layer of the deep 

classifier [25] which is based on softmax function 

defined as follows: 

 

𝑣𝑗 =
𝑒

𝑢𝑗

∑ 𝑒𝑢𝑘𝐾
𝑘=1

  (7) 

 

where  j = 1 …  𝐾.  

The softmax function attempt to embed a K-

dimensional vector of arbitrary real values 𝑢𝑗 into another 

K-dimensional vector of real values 𝑣𝑗, which are 

normalized between zero and one. 

The softmax classifier inspired by the softmax 

function, for data classification maps high-dimensional 

data samples to a lower dimensional domain while increasing 

the separation between different classes. A neural layer and a 

normalization layer combined to construct the softmax 

classifier shown in Figure 2. 

 
 

 Figure 2. The softmax classifier  

 

The input layer of the softmax classifier and the encoding 

section of an autoencoder are structurally very similar to each 

other. The only difference is that the neuron activation 

function here is the exponential function. 

 

 
 

Figure 3. The block diagram of the softmax classifier  

 

A softmax classifier attempt to embed a N-dimensional 

vector into another K-dimensional classes. The relationship 

between the input and output of the neural layer of a softmax 

classifier is evaluated as follows:  

 

𝐫 = 𝑒𝐝+𝐒𝐓𝐜  (8) 

 

where   𝐫 = [𝑟1 𝑟2 … 𝑟𝐾]𝑇  , 𝐝 = [𝑑1 𝑑2 … 𝑑𝐾]𝑇                               

𝐒 =  [𝐬𝟏 𝐬𝟐 … 𝐬𝐊]𝑇 and  𝐜 = [𝑐1 𝑐2 … 𝑐𝐾]𝑇  

Here, the elements of the 𝐝 vector are the biases of the 

network. The weights of the network matrix is the 𝐒 matrix, 

which has the columns defined as follows: 

 

𝐬𝐤 = [𝑠𝑘1 𝑠𝑘2 … 𝑠𝑘𝑁]𝑇  (9) 

  

for k = 1 …  𝐾. 

 

The output layer of the softmax is the normalization layer 

which is employed for normalizing the output values of the 

neural layer of the softmax classifier: 

 

𝑦𝑗 =
𝑟𝑗

∑ 𝑟𝑗
𝐾
𝑘=1

  (10) 

 

which may also be defined as follows: 

 

𝑦𝑗 =
𝑒

𝐬𝑗
𝑇𝐜

∑ 𝑒
𝐬𝑗

𝑇𝐜𝐾
𝑘=1

  (11) 

 

for j = 1 …  𝐾. 

 



 

Abdullah ÇALIŞKAN et al. / IU-JEEE Vol. 17(2), (2017), 3311-3318 

 

  

 

 

3314 

 

The input-output relationship of the softmax classifier 

may shortly defined as follows: 
 

𝐲 = 𝑔𝑠(𝐝, 𝐒; 𝐜)  (12) 
 

where  𝐲 = [𝑟1 𝑟2 … 𝑟𝐾]𝑇. The block diagram of the 

softmax classifier is demonstrated in Figure 3.  

 

2.3. The proposed Deep Neural Network 

Classifier 
 

The classification of the PD is achieved by using the 

DNN classifier, which combines the sAE network and 

softmax classifier. The sAE contains two encoder part of 

the trained AE. The structure diagram of the proposed 

DNN is illustrated in Figure 4. The weights of the DNN 

are optimized by an appropriate optimization algorithm. 

Limited Memory BFGS [26] optimization algorithm is 

one of the most suitable optimization algorithm 

employed for training of the DNN in this study. The input 

{𝐱(1),  𝐱(2) … 𝐱(𝑆)} of the DNN classifier is the features 

of the speach signals. The output of the DNN classifier 

{𝐲(1),  𝐲(2) … 𝐲(𝑆)} is the labelled with PD and control 

grup which are represented with 1, 0 respectively. The 

training procedure of the DNN is very complex and is 

summarized as follows: 

 

1. The first AE is trained with {𝐱(1),  𝐱(2) … 𝐱(𝑆)} data 

set, which is send to both the input of the AE and 

output of the AE. The output of the hidden layer of 

the trained AE is {𝐜1,(1),  𝐜1,(2) … 𝐜1,(𝑆)}, which is 

utilized to train the second AE. This training 

process shown in Figure 4-a is completely 

unsupervised. 

2. The second AE is trained with 

{𝐜1,(1),  𝐜1,(2) … 𝐜1,(𝑆)} data obtained from first AE. 

The training of the second AE illustrated in 
Figure 4-b is repeated as it is in the first AE. 

3. The output of the hidden layer of the second AE is 

{𝐜2,(1),  𝐜2,(2) … 𝐜2,(𝑆)} data, which is the input of 

the softmax classifier. The softmax classifier is 

trained to minimize the error between the label 

{𝐲(1),  𝐲(2) … 𝐲(𝑆)} and output of the softmax 

classifer. This training procedure demonstated in 

Figure 4-c is supervised. 

4. The encoder part of the trained AEs are combine to 

construct the sAE. The decoder part of the trained 

AEs are not used. The sAE and trained softmax 

layer are combined to construct the DNN. The 

weights of the DNN are tuned one more time to 

complete the training process shown in Figure 4-d.  

  

 

 
 

Figure 4. The training procedure of DNN network 
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3. Experimental Results 
 

In this study, a DNN classifier is proposed for the 

diagnosis of the PD. The proposed DNN is compared 

with the state-art-methods including the SVM, NB and 

DT classifiers over OPD and PSD datasets. All methods 

are run for 30 different 10-fold cross-validation 

techniques and compared on the obtained results. All 

runs were performed on a computer with 3.4 GHz Intel 

i7 2600 CPU and 12 GB RAM. 

 

3.1. Datasets 
 

The main aim of “Oxford Parkinson's Disease 

Detection (OPD)” and “Parkinson Speech Dataset with 

Multiple Types of Sound Recordings (PSD)” dataset are 

to discriminate healthy people from PD. These datasets 

are obtained from Data Mining Repository of the 

University of California, Irvine (UCI) [19].  

The OPD dataset is composed of a range of 

biomedical voice measurements from 31 people, 23 with 

PD. The data set contains 23 attributes and 195 instances 

obtained from 31 patients [20]. 

The PSD dataset was created by Department of 

Neurology in Cerrahpasa Faculty of Medicine, Istanbul 

University. The PSD is collected from 40 people, of 

which   20 patients were healthy and the remaining 20 

patients were with PD. The dataset contains multi types 

of sound recordings and includes 1040 samples for 

training set and 168 samples for testing set [9]. The 

training and testing set of OPD dataset are merged for 

10-fold cross validation. Therefore, this dataset is 

redesigned so as to contain 1208 instances and 26 

attributes. 

 
Table 1. The specific parameters of the proposed DNN 

 

   OPD PSD 

P
re

-l
ea

rn
in

g
 

AE 1 

Num. of Neuron 4 4 

ρ 0.15 0.15 

β 2 4 

λ 0.003 

Max iter. 400 

AE 2 

Num. of Neuron 4 4 

ρ 0.25 0.5 

β 2 2 

λ 0.003 

Max iter. 400 

SM  

Class 2 

λ 0.003 

Max iter. 400 

F
T

 Back-

propagation 

Class 2 

λ 0.003 

Max iter. 400 
 

3.2. Simulation Results 
 

Specific tuning parameters of the DNN must be 

determined for developing an efficient DNN classifier. 

However, there is no analytical strategy to choose the 

best values for specific parameters. Therefore, the 

values of these parameters are heuristically chosen and 

experimentally validated for the simulation. The specific 

parameters of the proposed DNN are listed in Table 1. 

In order to evaluate and compare the classification 

achievement of the proposed DNN, the simulations are 

realized with two different setups. The first setup is 

performed with 10-fold cross validation to compare the 

state art methods and to validate the performance of the 

DNN with statistical analyses. The other setup is also 

run with %70 training set and %30 testing set of used 

dataset to compare the performances of the DNN with 

the performance of methods in the literature. Both runs 

are performed 30 times with different initializing. 
 

Table 2. The Accuracy rate, sensitivity, and specificity of the 

OPD data sets for 30 differently 10-fold cross runs 

 

 
Methods 

DNN SVM DT NB 

AR 
Mean 86.095 85.780 84.371 69.644 

Std 0.476 0.560 1.175 0.599 

Sens. 
Mean 58.27 47.639 69.014 91.526 

Std 3.004 3.888 4.550 2.368 

Spec. 
Mean 95.387 98.643 89.766 62.536 

Std 0.675 0.577 1.539 0.763 
 

Table 3. The Accuracy rate, sensitivity, and specificity of the 

PSD data sets for 30 differently 10-fold cross runs 

 

 
Methods 

DNN SVM DT NB 

AR 
Mean 65.549 65.450 64.520 59.890 

Std 0.213 0.221 0.825 0.352 

Sens. 
Mean 39.943 40.823 59.238 40.890 

Std 1.524 0.456 1.504 0.590 

Spec. 
Mean 84.998 84.224 68.640 74.289 

Std 1.000 0.338 1.677 0.408 

 
Table 4. The statistical comparison results of Mann Whitney 

U test for 30 differently 10-fold cross runs over OPD data set 

 

Comparison Mean Dif. Z-value p-value 
Sig. 

(p<0.05) 

DNN-SVM 0.310 -2.368 0.018 DNN 

DNN-DT 1.720 -6.013 0.000 DNN 

DNN-NB 16.450 -6.656 0.000 DNN 
 

Table 5. The statistical comparison results of Mann Whitney 

U test for 30 differently 10-fold cross runs over PSD data set 

 

Comparison Mean Dif. Z-value p-value 
Sig. 

(p<0.05) 

DNN-SVM 0.100 -1.900 0.057 - 

DNN-DT 1.030 -6.003 0.000 DNN 

DNN-NB 5.660 -6.654 0.000 DNN 

 

The evaluation and comparison of the proposed DNN 

and the-state-art-methods such as SVM, NB and DT are 

performed for first run setup and the means and standard 

deviations of their accuracy rate (AR), sensitivity (Sens) 
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and specificity (Spec) are reported for the OPD dataset in 

Table 2 and the PSD dataset in  

Table 3. Moreover, the obtained 30 mean ARs of used 

methods are sorted and illustrated in Figure 5 and Figure 

6 for OPD and PSD datasets, respectively. 

 

 
 

Figure 5. Accuracy rate graphics of 30 differently 10-fold 

cross runs for OPD data set 

 

 
 

Figure 6. Accuracy rate graphics of 30 differently 10-fold 

cross runs for PSD data set 

 

When Table 2 and Table 3 are analyzed, it is seen that 

the proposed DNN, SVM and DT exhibit almost similar 

performances regarding their mean accuracy rates. 

Besides, while the performance of the proposed DNN is 

better than those of SVM and DT, the performance of the 

NB is worse than the others.  

Although the proposed DNN produces better 

accuracy results than the others, these results should be 

supported with statistical analyses. Therefore, the Mann 

Whitney U test is conducted to compare the significance 

of classification methods to validate this information. 

The results of the statistical Mann-Whitney U test is 

reported for the OPD dataset in Table 4 and the PSD 

dataset in Table 5. The columns of the mean difference 

and p-value show which one is better among two 

algorithms in these tables. 

When Table 4 is analyzed in terms of statistical 

significance, it is clearly seen that it has been found 

statistical significance between compared two algorithms 

in favor of the proposed DNN for OPD dataset (p ≤ 0.05). 

At the same time, Table 5 shows that there is a statistical 

significance between the proposed DNN and DT, also 

between the proposed DNN and NB in favor of the 

proposed DNN for the OPD dataset  

(p ≤ 0.05). However, no statistical significance has been 

found between the proposed DNN and SVM for the PSD 

dataset (p > 0.05). 

The second setup is run with %70 training set and 

%30 testing set for the comparison of the proposed DNN 

with the previously presented methods in the literature. 

The AR of the proposed DNN and compared methods are 

given in Table 6 for the OPD dataset also they are 

presented in Table 7 for the PSD dataset. These results 

show that the DNN has superior classification 

performance, compared with the previous study, which 

handled the classification problem of the PD over OPD 

and PSD data sets.  

 
Table 6. The accuracy results of second run setup for the 

OPD data set 

 

Method 
Mean  

of AR 
Method 

Mean  

of AR 

The Proposed DNN 93.79 DT [27] 84.30 

MLP NN [27] 92.90 DES-CS [28] 91.26 

DMneural [27] 84.30 SVM [29] 92.75 

Regression [27] 88.60 KNN [30] 73.19 

 
Table 7. The accuracy results of second run setup for the 

PSD data set 

 

Method 
Mean  

of AR 
Method 

Mean  

of AR 

The Proposed 

DNN 
68.05 

KNN 

 (k=7) [9] 
57.50 

KNN 

 (k=1) [9] 
55.00 

SVM  

(Linear) [9] 
67.50 

KNN  

(k=3) [9] 
55.00 

SVM  

(RBF) [9] 
65.00 

KNN  

(k=5) [9] 
55.00   

 

4. Conclusion 
 

In this paper, a DNN classifier is proposed for the 

detection of the speech impairments in PWP for 

improving the diagnosis of the PD. The results show that 

the proposed classifier outperforms the other methods in 

both OPD and PDS databases. The DNN classifier can 

reduce the dimension of the data with AEs to make 

efficient classification. The advantages of the proposed 

classifier can be summarized as follows: 
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1. The proposed DNN classifier has the ability to 

extract hidden features, which considerably 

increases the performance of the classifier.  

2. The PD can be remotely diagnosed and 

monitored using the DNN classifier. Therefore, 

PWP rarely need to make physical visits to the 

clinic. 

3. As one of the earliest indicators of the PD, the 

speech impairments may enable us to monitor 

and diagnose the PWD in vivo and discover 

reliable biomarkers for identifying the PD at an 

early stage. 

4. The DNN classifier can be used as a reliable 

classifier for the PD thanks to its efficient 

specificity and sensitivity accuracy rates 
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